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1. Introduction

One of the influential objections to Keynesian Stabilization policy
rests on the ‘lags in policy response’. For example, a long time ago
Friedman (1948) asserted that the government’s stabilization policy
may contribute to accelerate rather than suppress the instability
of the capitalist economy because of the existence of the policy
lag. However, as far as we acknowledge, even now there exist
few fromal analyses of the effects of the policy lag on macro-
economic stability except Phillips’ pioneering works (1954,1957)¢1).

The purpose of the present paper is to construct a formal model

which is designed to analyze the effects of the lags in policy
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response on macroeconomic stability. In the next section, we
formulate a very simple model of macroeconomic instability which
is based on a dynamic version of Keynesian IS-LM system, and
in section three, we introduce the policy lag into the model to
investigate the relationshi'ps between the:'dynavmic stability of the
system and the delay of the policy response. We shall also present
the results of comparative static and dynamic analyses with respect

to some structural parameters.

I. A Simple Model of Macroeconomic Instability

<{Symbols>

Y =gross real national income; C=real private consumption
expenditure ; I =gross real private in%restrnent expenditure ; G =
real government expenditure ; T =real income tax ; M=nominal
money supply ; H=nominal high-powered money ; m=M/H=money

multiplier ; r =nominal rate of interest; P =price level.

<{System of Equations>
Our model of macroeconomic instability, which is basad on a
dynamic version of simple IS-LM system, consists of the following

system of equations(2)(3),

Y (®)=a[Ct)+ I (1)+GH)—Y(t)]; «>0 (1)
Clt)=c (Y()—T®)+Co; 0<c<1, Co=0 @)
IM=1(Y®), rt); L=al{t)/aYt)>0, L=3aIt)/ar(t)<0 (3
CTW=rY(t)—To; 0<r<1, To=0 (4)
G(t)=G=constant. == 0 . | (5)
H(t)=H=constant, >0 _. (6)

M)/ P(t)=m(r(t)H/P(t)=L(Y(t), r(t)
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; m=1, me=m/(r(t)=0, Ly=0L/0Y(t)>0,

L.=dL/or(t)< 0 (7)
P(t)=DP (Y(t) ; pr=p(Y{tH=0 (8)
Eq. (1) implies that the real output fluctuates according to the

excess demand in the goods market. Equations (2) through (4) are
the consumption function, the investment function and the income
tax function respective_ly. Eq. (7) is the equilibrium condition in

the money market. Eq. (8) is the aggregate supply function.

<Analysis of the solution>

Substituting equatmns (2) through (5) into Eq. (1), we have the
following equatlon

Y(®)=al I (Y{t), Tt)—{1—c(1—)}Y{t)+Co+G+cTo] (9)

Substituting e‘qua;ci’oris‘ 6) and (8) into Eq. (7), we also have

m(r (HH/DP(Y(ED=L(Y®), r@). (10

Solving Eq. (10) Wifh r!éspect to r(t) gives

r(t)=r1 (Y(t); rv=r(Y(t)) |

—_{(mApy/p®) +Ly}A{L.— (mH/P)}>0 1)
(+or 0) & () (+or )

which is nothing but the ‘LM equation’.

- é

Substituting Eq. (1) into Eq. (9), we obtain the following simple
differential equation, which is the fundamental equation in our
-system.

Y()=a[ 1 (Y(t), T (Yt))—{1—c(1—)}Y(t)+Co-+G+cT]

= f (Y{t) : (12)

Let us assume that Eq. (12 has a unique stationary solution Y*

> 0. We shall refer to Y* as the ‘equilibrium national income’.

Differentiating Eq. (12 gives

— 33 —



EHRKEEEFawmE H2EF1 5

dY(t)/dY(t) =f'(Y*)
Y =Y*
=a (Iy*+L*ry*) —{1 —c (1 —2)}] (13
@ @

Sy
where the asterisk (*) implies that each value is evaluated at the
equilibrium point.

It is clear from Eq. (3 that the equilibrium point is locally
stable if Iy*+4I.* ryv* <1 —c (1 —7), while it is locally unstable
if Te*+4-1I* ry*>1 —c (1 —7). Now, we shall assume that

Assumption 1. Iy*+1I.* ro*¥>1—c (1 —1).
+ = 6

Under this assumption, the destabilizing effect on the entre-
preneur’s investment activities (Iv*) outweighs the stabilizing
effect through the money market (I.* ry*), so that the system
becomes unstable. For example, the rise of national income induces
the rise of the investment demand, which induces further rise of
national income through the growth of the effective demand. Of
course, this process is somewhat mitigated through the depressing
effect of the rise of the rate of interest on the investment demand,
but, this effect is relatively weak under Assumption 1. Therefore,
this process of the cumulative disequilibrium will persist until the
changes of the capital stock together with the nonlinearity of the
system defend the system from infinite divergency(4).

Now, let us suppose that the government carries out the stabi-
lization policy by changing the government’'s expenditure in the
following way without time lag.

G(t)=Go+B (Y—~Y(t) ; >0, Y=constant,=0 (14)

If we replace Eq. (5) with Eq. (14, the fundamental dynamical
equation (Eq. (2) is modified as
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Y(t)=a[I(Y(®), r)—{1—c(1—)+a3Y(t)

+Co+Go+BY +cTo =8 (Y(t); B. (15)
The local stability condition of this system is given as follows.
a¥(t/dyY () =g (Y*)
Y=Y

=a[Iy*+LFry*—{1—c(1—2)+83]<0 (9
Therefore, the system becomes locally stable if 8> Iy*+1.* ry*
—{1—c(1—)}=a>0.

0. Lags in Policy Response and Dynamic Stability of the
System |

In the previous section, we have shown that the sufficiently
‘activistic’ stabilization policy can stabilize the economic system
if the government’s expenditure can respond to the changes of
national income instantaneously. However, as Friedman (1948) po-
inted out, the government’'s response is apt to lag behind the
changes of national income. In this section, we shall explicitly
introduce the time lag in policy response into the model.

Now, let us suppose that the goverment’s expenditure is deter-
mined by the following rule.

G (t)=Go+8 (Y—-Y( t—0)); 8>0, Y’Econstant. =0, 0>0 )
where 0 is the lag in policy response.

If we replace Eq. (5) in the previous section with Eq. 17, then,
the fundamental dynamical equation becomes as follows.

Yt)=a[I(Y({), ©(YEN—{1—c(1-o3Y®—8Y(t—0

+Cot+Go+BY +cTo]=F(Y(t), Y(t—0); & 18)

This is a simple type of the mixed difference and differential

equation, the formal structure of which is somewhat similar to
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Kalecki (1935)’s macrodynamic model of business cycle(s), The
remaining part of this paper will be devoted to the analysis of
the solution of this equation and the investigation of the economic

implication of the sclution.
II—1. Some Comparative Statics

Let us define the ‘equilibrium national income’ Y* as the sta-
tionary solution of Eq. (18. Substituting i’(t): 0 and Y(t)=Y(t —
0)=Y* into Eq. (8, we have

h(YH=1* r(Y*))—{1—-c(1—-o)+p} Y*

+Co+Go+BY +cTo=0. (19

Now, let us assume that
Assumption 2. I (Y, r (Y)) is bounded.

Under this assumption, we have

lim h({Y)=—oco. ' 20+

Y >+ oo

In addition, we have the following relationships.

h(@=1C0, ¥ )+(CotGo+BY+cTo) @)

hW)=Iy+1I. ry——{1—c(1—7)+p} @22
B 6@ S

From these equations we have the following proposition.

Proposition 1.
If 10,1 O)>—(Co+Go+B8Y+cTy)and g>Iy+Lry—{1—cC
(1 —2)} for all Y=0, then, there exists the wunique equili-

brium national income Y*> (0 under Assumption 2.

Next, let us consider some comparative statics. If there exists
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an equilibrium national income, we obtain the following relation-
ships solving Eq. (19 with respect to Y*. |
Y*=Y*(Co, Go, Y, To; B); 8Y*/3Co=0Y*/3G,=1/A,
aY*/aY=8/A, 3Y*/aTo=c/A €3
where A=B—[Iy*+L*ry*—{1—c(1 —2)}]|=p—a.

Therefore, we have the following

Proposition 2.
Suppose that there exists an equilibrium national income
Y*> (0. Then, we have dY*/3C,=dY*/0G,= 0, aY*/aY=0 and
dY*/dT,=0 according as g=Iy*+I.*r*—{1—c(1—r)}=a.

In short, there exists the unique equilibrium national income
Y*> (0 and the stational state multiplier dY*/0G, becomes positive
if the government’s fiscal parameter g is sufficiently large. On
the other hand, if B is relatively small, 3Y*/3G, becomes negative.
It will become clear later that the condition for positive multiplier
(8>>a) is also a necessary condition for the local stability of the

system (see Eq. @7 (i) in the next subsection).
IM—2. Dynamic Stability of the System

Now, we are in a position to fully investigate the stability of
the dynamical equation (18. Suppose that an equilibrium national
income Y*> (0 exists. Then, the linear approximation of Eq. (8
around the equilibrium point can be expressed as

y(h=aa ¥y (t)—apy (t —0) 24
where a=[3Y(t)/dY(t) ]/ as=Iy*+L*ry*—{1—c(1—

Y =Y* ~

— 37 —
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T3>0, Y(t)=Y(t)—Y* and y(t —O)=Y(t —0)—-Y*
Substituting v (t)=y(0) es* into Eq. @) and rearranging, we have

the following ‘characteristic equation’.

I'(p)=p—aa t+afe—tr= 26)
or equivalently,

(1/8) A—aa +afe*=0 25"
where 1=0p.

If all the roots of Eq. @) have negative real parts, then the
equilibrium point of the original dynamical system (8 is locally
stable, On the other hand, if at least one root of Eq. @) has
positive real part, this system becomes locally unstable(é), It is
worth to note that the characteristic equation @) has infinite
numbers of the complex roots besides the real roots the numbers
of which are not more than two, and the complex solutions produce
explosive or damping cyclical fluctuations according as the real
part of the root is positive or negative(?), Hence, the full condition
for the local stability requires that all roots including complex
roots must have negative real parts. Next, let us fully investigate
this condition for local stability. For this purpose, we can make

use of the following mathematical theorem which is due to Hayes

(1950).

Lemma 1. (Hayes' theorem)
All the roots of H(A)=PpPe‘+ qQ —2e’*=(0, where p and q are
real, have negative real parts if and only if
(i) p<1, and
i P<—a<lvE*2+p?),
where x* is the root of x =P tan x such that 0 <x<z. If

— 38 —
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P=0, we take x*=nr/2.

(Proof.)
See Hayes (1950) or Bellman aﬁd Cooke (1963) chap. 13.
| | (q.e.d.)
Now, we can rewrite the characteristic equation @ as
H(D)=60aae*+}(—0af)—ie'=pei+ q —iei= ( 28
where P =6faa and q=-—-0aB. Therefore, we can write the full

conditions for the local stability as follows in view of Lemma 1.

(i) <1 /aa

(i) a<lB

@) B<V{(x*/0a)*+a’}=¢(8), @7
where x* is the root of g, (x)=(1 /daa)x =tan X =g, (x) such that
0 <x<rx.

If the inequality @7 (i) is satisfied, we can express the solution
of x* graphically as in Fig. 1(8), Moreover, we can see from this
graph that tan x* is a decreasing function of 0, i.e.,, d (tan x*)/
d <0, so thét we have

d (x*/8a)/d0=a d (tan x*)/d6<0. @8

Hence, from @) and Eq. &8 we have the following relationships.

(1) ¢ (@=[(x*/0ax) d(x*/0a)/d0] / [V{(x*/0a)?+a?]< 0

() lim ¢(@)=lim av/ (tan2x*4- 1 )= +oco
60— 0 —>0

i) lim #(@)=lim ay/(tan®x*+4 1 )= a (9 99
0—1/aa O0—>1/ca

Now, let us define the ‘stable domain’ (S) as follows,
s=[(g, 0)eR%, | All the roots of Eq. @ have}
| negative real parts



BRIR KRR FRE 23515

g (x), g(x)

A g:(x) =tan x
g (x)=(1/0aa)x
tan X*f-—e——= [ |
' :
]
o !
! I
- |
0 45 g* ¢7r/2 K . x
| |
i |
| !
| |
| i
! |
gz(X)Etanx
Fig. 1
e
i
1/aa

Fig. 2

E{(ﬁ, 0)eRZ, | 9< 1 /aa, a<p<ls <a>} 30

Then, we can illustrate the domain S as in Fig. 2 (boundary points
are excluded).

The above analyses may be summarized as the following

Proposition 3.

(i) If 6>1 /aa,then, the equilibrium point of Eq. (8 is locally
unstable irrespective of the value of 8>0.

— 40 —
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) If 0<f#<1/aa,then,the equilibrium point of Eq. (8 is
locally stable for Be (a, ¢ (8)) and it is locélly unstable for
Be( 0, adU{(p(8), +o), where 6(0) is a continuous decreasing
function of ¢ and lim ¢(@)=+co, lim ¢(8)=a.

60— 0 0—1/ca

m—3. Coniparative Dynamic Analysis

In this subsection, we shall analyze how the changes of some
parameters affect the dynamic stability of the system by using

the method of the comparative dynamic analysis.

Definition.
Let S, be the ‘stable domain’ S before the change of the
parameter y, and S, be the set S after the change of y. Then,
the change of r is said to have ‘stabilizing effect’ if SI; S,

D
# Sz-

and it is said to have ‘destabilizing effect’ if S;
Proposition 4.

The increase of either of the parameter a and a has destabilizing

effect.

(Proof. )
(i) It follows from Eq. @D (i) that ¢ ()=v{(x*/0a)?+a’}=
v{(a tan x*)?+a?}=a+/(tan? x*+ 1)=av{d(tan x)/dx

] )}, while it is clear from Fig. 1 that d(tan x)/dx
| X =X*

[ is a decreasing function of a. Therefore, we have
X =X*

(05 a)>¢(0; o) for all fe (0, 1/ma) if «<le,. This

— 41 —
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g
i
1/aya fr======—-
1/azap———————= \
\.3=¢(H; a,)
ﬂ=¢ (0; az)
0 -7
a
Fig. 3 (0<m<laz s17s2)
i
[}
l/aal _______ 1\
1/aas ==~ —~~~ ———= B=¢(8; a,)
B=¢(8; a,)
0 =B

Fig. 4 (0 <<{ai1<{az, s1 i s2)

implies that S, i S, if &,<a, (see Fig. 3).

(i) It follows from Eq. @) (i) that ¢ (O)=v{(xX*/0a)?+a?}=
V{(x*/0a)? 4 (X*/0a tan X*)?}=/{(x*/0a)? (1 +1/tan®x*)}. On
the other hand, we have d {(x*/fa)? (1 +1/tan®x*)} /dx*=
{2x*(1 +tan?x*) (tan x*—x*)}/{(fa)? tan® x*}>0 for x*e
(0, n/2)0®, Hence, we have 0¢ (9) /ox*> (0 for x*¢( 0, x/2),
from which it follows that d¢(8)/d a =(a¢(8)/ax*) (dx*/aa)

<0 because we can see from Fig. 1 that x* is a decreasing
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function of a. Therefore, we have ¢ (6 ; a,) > ¢ (6 ; a;) for
all @ (0, 1/aay) if a,<a,. This implies that 31; S, if a, <a.
(see Fig. 4).

(g.e.d.)

Corollary of Proposition 4.
(i) The increase of any of the parameters Iy*, |L.*|, m,*
and c has destabilizing effect.
i)y The increase of any of the parameters|IL.*|, Ly* py* and

¢ has stabilizing effect.

(Proof. )
From the definition of a, we have

a=IL*+L* rv*—{1—c(1—7)}

H 6 ®
=L*—|L*|rv*—{1—-c(1—2)}
=a (Iy*, |L*|, rv*, ¢, ) @31

@ ©
where %5*, Ié*letc. mean that da /dly* >0, da/d|I.*|<<0 etc.

On the other hand, it follows from Eq. (11} that

ry*=—{(m*Hpy*/p*?) + Ly*}/{L:*—(m*H/p*)}
(+or 0) =) (+ or 0)

={(m*Hpy*/p*®) +Ly*}/{| L:*| +(m*H/p*)}
=rv*(Ly*, Dy¥, |Le*|, me®. 52
© @® © O

Substituting Eq. 2 into Eq, (), we obtain

azq)CIY*, JIP*L LY*1 pY*y ILF*lr ml'*’ c, T)- (33)
® @ o o

Therefore, the increase of any of the parameters Iy*, |L.*|,

m.* and c increases the parameter a, which has destabilizing
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effect. On the other hand, the increase of any of the parameters
II.*[, Ly*, py* and ¢ decreases the parameter a, which has
stabilizing effect.

(q.e.d.)

Now, let us try to interprete the results of the analysis of this
subsection by using the ordinary language of Macroeconomics.

Suppose the phase of prosperity with the upward trend of national
income. The increase of the parameter Iy* or ¢ accelerates this
process because it induces further increase of the effective demand
through the increase of the investment demand (the case of 4Iy*>0)
or the consumption demand (the case of 4¢>0). The increase of
|L:*] or m:* will also accelerate the above mentioned process
because it will defend the rate of interest from rising. All of
these factors have destabilizing effects on the macroeconomic
process(D, The increase of the adjustment speed in the goods
market (a) also has destabilizing effect because it speeds up the
changes of national income.

On the other hand, the increase of |I.*| or r will suppress the
process of prosperity through the negative effect on the effective
demand. The increase of Ly* or py* will also suppress this process
because it promotes to raise the rate of interest through the increase
of the real demand for money (the case of 4Ly*>0) or the decrease
of the real money supply (the case of dpy*>0). Obviously, these

factors have stabilizing effect.
IV. Concluding Remarks

In this paper we have investigated the effect of the time lag
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in policy response on the (local) stability of the system in an
analytical framework of the dynamic IS-LM model. In particular,
we have shown that too long delay in policy response must fail
to stabilize the systerﬁ, and even if the policy lag is relatively
short, too strong policy is not successful because of the ‘overshooting’
phenomena (see Proposition 3). Moreover, we have also shown that
the existence of the policy lag will give rise to some cyclical
movements apart from the business cycle intrinsic in the laissez
faire capitalist economy. This cycle may be referred to as the
‘policy cycle’.

In spite of these facts, it is not correct to say that the govern-
ment’s stabilization policy is entirely ineffective to stabilize the
intrinsically unstable economy, In fact, if the policy lag is relati-
vely short (<1 /@a), the government can stabilize the economic
system by adopting a positive (but not too large) policy parameter B
(see Proposition 3).In this sense, Keynesian (or Activistic) stabilization
policy does not lose its significance even if we consider the lags

in policy response explicitly(2,

Notes

*  An earlier version of this paper was presented at the URPE (Union
for Radical Political Economics) session at ASSA (Allied Social Science
Associations) in Atlanta, U.S. A. (December 29, 1989) Thanks are due to
the valuable comments by Professors Neil Garston and Bruce Parry at
the conference. The author was also much indebted from the discussions
with Prof. Willi Semmler, Dr. Reiner Franke and Mr. Oumar Bouare
in preparing this version. Needless to say, however, the author is solely
responsible for the remaining errors and the views expressed here,

{1) Phillips (1954, 1957) reported the results of some numerical experi-
mentations which are based on a theoretical model, but he did not in-

vestigate in detail the general relationships between the policy lag and

— 45 —
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the dynamic stability of the system.

(2) This is virtually a simplified version of the model which was presented
in Asada (1987). In Asada (1987), changes of the capital stock were
explicitly introduced, but, in the present paper, we exclusively pay
attention to Keynesian ‘short run’ for simplicity’s sake, so that the
changes of the capital stock are abstracted from. Similar model was also
presented in Lorenz (1989).

(8) X(t) denotes the variable X at time t,

(4) In fact, this is the basic idea of the nonlinear theories of business
cycle such as Kaldor (1940) or Goodwin (1981). See also Semmler (1986).
Recently, Day (1989) showed the possibility of the chaotic behavior by
using the discrete time version of the model which is similar to that in
this paper,

(5) The use of the mixed difference and differential equation is somewhat
unfamiliar to the standard economic analysis, but, we have some pre-
decessors besides Kalecki (1935). See, for example, Steindl (1952),
Johansen (1959) and Lange (1969).

(6) See Bellman and Cooke (1963) chap. 11.

(7) As for the proof, see Frisch and Holme(1935) or James and Belz(1938).

(8) Note that 4 (tan x)/dx =1 +tan20 =1 and 1 /faa>1 from
x=20

the inequality @7 (i). In this case, there exists the unique solution x%*e
(o, n/2).

(9) Note that we have lim tan x*=+oc0 and lim tan x*= 0 from Fig. 1.
8—0 0—1/xa

(10 Note that tan x*>x* at x*¢ (0, n/2) (see Fig.1).

(1) We can argue quite symmetrically also in the case of the depression
process,

(12 In this paper, the treatement of the financial market was kept as
simple as possible to concentrate on the analysis of the policy lag. As
for the more detailed analyses of the complicated dynamics of the finan-
cial market, sece, for example, Minsiky (1986), Foley (1986), Taylor
and O’Connel (1985) and Franke and Semmler (1989 a) (1989 b).
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